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1
TOUCHLESS INPUT

BACKGROUND

Finger-based, touch-input technologies allow a user to
directly interact with user interface objects displayed by a
touch screen. However, effectively implementing such touch-
input technologies presents several challenges. For instance,
a finger may visually occlude aspects of the user interface. As
another example, the finger pad is a relatively large surface,
and it may be difficult to resolve this surface to a single point.

SUMMARY

This Summary is provided to introduce a selection of con-
cepts in a simplified form that are further described below in
the Detailed Description. This Summary is not intended to
identify key features or essential features of the claimed sub-
ject matter, nor is it intended to be used to limit the scope of
the claimed subject matter. Furthermore, the claimed subject
matter is not limited to implementations that solve any or all
disadvantages noted in any part of this disclosure.

A series of depth maps image a scene. Each depth map
includes a plurality of pixels, where each pixel defines a depth
of a surface imaged by that pixel. A set of nonstatic pixels
having a shallowest depth within the series of depth maps is
identified. The position of this set of nonstatic pixels is
mapped to a cursor position.

BRIEF DESCRIPTION OF THE DRAWINGS

FIGS. 1A and 1B show an example touchless input system
imaging a portion of a human subject in accordance with an
embodiment of the present disclosure.

FIG. 2 schematically shows a nonlimiting example of a
skeletal tracking pipeline in accordance with an embodiment
of the present disclosure.

FIG. 3 shows a method of receiving touchless input in
accordance with an embodiment of the present disclosure.

FIG. 4 schematically shows a visual representation of a
depth map in accordance with an embodiment of the present
disclosure.

FIG. 5 shows various cursor mapping strategies in accor-
dance with embodiments of the present disclosure.

FIG. 6 schematically shows another visual representation
of a depth map in accordance with an embodiment of the
present disclosure.

FIG. 7 schematically shows yet another visual representa-
tion of a depth map in accordance with an embodiment of the
present disclosure.

FIGS. 8A & 8B show various cursor mapping strategies in
accordance with embodiments of the present disclosure.

FIG. 9 shows another method of receiving touchless input
in accordance with an embodiment of the present disclosure.

FIG. 10 shows a method of modeling fingers in accordance
with an embodiment of the present disclosure.

FIG. 11 shows another method of receiving touchless input
in accordance with an embodiment of the present disclosure.

FIG. 12 shows a computing device in accordance with an
embodiment of the present disclosure.

DETAILED DESCRIPTION

The present disclosure is directed to visually detecting
touchless input. As described in more detail below, a tracking
system including a depth camera and/or other source is used
to receive one or more depth maps imaging a scene including
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2

one or more human subjects. Pixels in the one or more depth
maps are analyzed to identify nonstatic pixels having a shal-
lowest depth. The position of the nonstatic pixel(s) is then
mapped to a cursor position. In this way, the position of a
pointed finger can be used to control the position of a cursor
onadisplay device. Touchless input may also be received and
interpreted to control cursor operations and multitouch ges-
tures.

FIGS. 1A and 1B show a nonlimiting example of a touch-
less input system 100. In particular, FIGS. 1A and 1B show a
computing device 102 which may be used to receive touchless
input from a user 104. As used herein, “touchless input” is
input (e.g., finger pointing) that does not require physically
contacting the screen.

Computing device 102 includes an integrated display
screen 106, which may be used to present visuals correspond-
ing to the computing functionality offered by the computing
device. In other embodiments, a display screen may be a
peripheral to the computing device. The computing device
may be variously configured to provide virtually any comput-
ing functionality without departing from the scope of this
disclosure. Furthermore, while computing device 102 is illus-
trated in the form of a tablet computing device, it should be
understood that touchless input may be implemented on vir-
tually any type of computing device, regardless of form.

In some embodiments, touchless input may be received by
a tracking system 108. In the illustrated example, tracking
system 108 includes a depth camera 110 and a visible light
camera 112. Tracking system 108 is shown as being housed
within computing device 102, although it may be provided
externally as a peripheral device in other embodiments.
Tracking system 108 may be used to visually monitor and/or
track user 104.

A touchless input system may be used to recognize, ana-
lyze, and/or track one or more human users (e.g., user 104)
and/or physical objects (e.g., input stylus). FIGS. 1A and 1B
show a scenario in which tracking system 108 tracks ahand of
user 104 so that movements made by the hand may be inter-
preted by computing device 102. In particular, the movements
of user 104 are interpreted as controls that can be used to
affect computing device 102.

The example scenario illustrated in FIGS. 1A and 1B
shows user 104 navigating a graphical user interface (GUI
114) which is displayed on display screen 106. Specifically,
FIG. 1A shows computing device 102 tracking a position of
user 104 in physical space via tracking system 108. Comput-
ing device 102 maps a physical-space position of the finger to
aposition of a cursor 116 in the GUI. FIG. 1B shows that user
104 may move cursor 116 towards a folder 118 by moving the
finger, as computing device 102 continually tracks the finger
position.

Other movements made by user 104 may be interpreted as

other controls. As non-limiting examples, user 104 may carry
out a plurality of cursor operations, including click and drag
operations. Further, user 104 may carry out other operations
not related to a cursor, including multitouch gestures such as
zooming and panning. While GUI 114 is provided as an
example, it is to be understood that virtually any GUI and/or
other aspect ofa computing device may be controlled with the
touchless input described herein.
Objects other than a human may be modeled and/or tracked.
Such objects may be modeled and tracked independently of
human subjects. For example, the motion of a user holding a
stylus and/or the motion of the stylus itself may be tracked.

FIG. 2 graphically shows a simplified tracking pipeline 200
with which a computing device may receive touchless input.
For simplicity of explanation, pipeline 200 is described with
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reference to touchless input system 100 of FIGS. 1A and 1B.
However, pipeline 200 may be implemented on any suitable
computing device without departing from the scope of this
disclosure. For example, pipeline 200 may be implemented
on computing device 1200 of FI1G. 12. Furthermore, methods
or pipelines for receiving touchless input which differ from
pipeline 200 may be used without departing from the scope of
this disclosure.

At 202, FIG. 2 shows user 104 from the perspective of
tracking system 108. A tracking system, such as tracking
system 108, may include one or more sensors that are con-
figured to observe a human subject, such as user 104.

At204, FIG. 2 shows a schematic representation 206 of the
observation data collected by a tracking system, such as
tracking system 108. The types of observation data collected
will vary depending on the number and types of sensors
included in the tracking system. In the illustrated example, the
tracking system includes a depth camera and a visible light
(e.g., color) camera.

A depth camera may determine, for each pixel of the depth
camera, the depth of a surface in the observed scene relative
to the depth camera. FIG. 2 schematically shows the three-
dimensional x/y/z coordinates 208 observed for a DPixel[v,h]
of a depth camera of computing device 102. Similar three-
dimensional x/y/z coordinates may be recorded for every
pixel of the depth camera. The three-dimensional x/y/z coor-
dinates for all of the pixels collectively constitute a depth
map. The three-dimensional x/y/z coordinates may be deter-
mined in any suitable manner without departing from the
scope of this disclosure. Example depth finding technologies
are discussed in more detail with reference to FIG. 12.

When included, a visible-light camera may determine, for
each pixel of the visible-light camera, the relative light inten-
sity of a surface in the observed scene for one or more light
channels (e.g., red, green, blue, grayscale, etc.). FIG. 2 sche-
matically shows the red/green/blue color values 210 observed
for a V-LPixel[v,h] of a visible-light camera of tracking sys-
tem 108. Similar red/green/blue color values may be recorded
for every pixel of the visible-light camera. The red/green/blue
color values for all of the pixels collectively constitute a
digital color image. The red/green/blue color values may be
determined in any suitable manner without departing from
the scope of this disclosure. Example color imaging technolo-
gies are discussed in more detail with reference to FIG. 12.

The depth camera and visible-light camera may have the
same resolutions, although this is not required. Whether the
cameras have the same or different resolutions, the pixels of
the visible-light camera may be registered to the pixels of the
depth camera. In this way, both color and depth information
may be determined for each portion of an observed scene by
considering the registered pixels from the visible light camera
and the depth camera (e.g., V-LPixel[v,h] and DPixel[v,h]).

The collected data may take the form of virtually any
suitable data structure(s), including but not limited to one or
more matrices that include a three-dimensional x/y/z coordi-
nate for every pixel imaged by the depth camera and/or red/
green/blue color values for every pixel imaged by the visible-
light camera. While FIG. 2 depicts a single frame, it is to be
understood that a human subject may be continuously
observed and modeled (e.g., at 30 frames per second).
Accordingly, data may be collected for each such observed
frame. The collected data may be made available via one or
more Application Programming Interfaces (APIs) and/or fur-
ther analyzed as described below.

A tracking system and/or cooperating computing device
optionally may analyze the depth map to distinguish human
subjects and/or other targets that are to be tracked from non-
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target elements in the observed depth map. Each pixel of the
depth map may be assigned a subject index 214 that identifies
that pixel as imaging a particular target or non-target element.
As an example, pixels corresponding to a first subject can be
assigned a subject index equal to one, pixels corresponding to
a second subject can be assigned a subject index equal to two,
and pixels that do not correspond to a target subject can be
assigned a subject index equal to zero. Such subject indices
may be determined, assigned, and saved in any suitable man-
ner without departing from the scope of this disclosure.

A tracking system and/or cooperating computing device
optionally may further analyze the pixels of the depth map of
a human subject in order to determine what part of that sub-
ject’s body each such pixel is likely to image. A variety of
different body-part assignment techniques can be used to
assess which part of a human subject’s body a particular pixel
is likely to image. Each pixel of the depth map with an
appropriate subject index may be assigned a body part index
216. The body part index may include a discrete identifier,
confidence value, and/or body part probability distribution
indicating the body part, or parts, to which that pixel is likely
to image. Body part indices may be determined, assigned, and
saved in any suitable manner without departing from the
scope of this disclosure.

As one nonlimiting example, machine-learning can be
used to assign each pixel a body part index and/or body part
probability distribution. The machine-learning approach ana-
lyzes a human subject using information learned from a prior-
trained collection of known poses. In other words, during a
supervised training phase, a variety of different people are
observed in a variety of different poses, and human trainers
provide ground truth annotations labeling different machine-
learning classifiers in the observed data. The observed data
and annotations are used to generate one or more machine-
learning algorithms that map inputs (e.g., observation data
from a tracking system) to desired outputs (e.g., body part
indices for relevant pixels).

At 218, FIG. 2 shows a schematic representation of a
virtual skeleton 220 that serves as a machine-readable repre-
sentation of user 104. Virtual skeleton 220 includes twenty
virtual joints—{head, shoulder center, spine, hip center, right
shoulder, right elbow, right wrist, right hand, left shoulder,
left elbow, left wrist, left hand, right hip, right knee, right
ankle, right foot, left hip, left knee, left ankle, and left foot}.
This twenty joint virtual skeleton is provided as a nonlimiting
example. Virtual skeletons in accordance with the present
disclosure may have virtually any number of joints. In par-
ticular, as described below, a virtual skeleton may include one
or more finger joints.

The various skeletal joints may correspond to actual joints
of' a human subject, centroids of the human subject’s body
parts, terminal ends of a human subject’s extremities, and/or
points without a direct anatomical link to the human subject.
Each joint has at least three degrees of freedom (e.g., world
space x/y/z). As such, each joint of the virtual skeleton is
defined with a three-dimensional position. For example, a left
shoulder virtual joint 222 is defined with an x coordinate
position 223, a y coordinate position 224, and a z coordinate
position 225. Z coordinate position 225 may encode the depth
of left shoulder virtual joint 222. The position of the joints
may be defined relative to any suitable origin. As one
example, a tracking system may serve as the origin, and all
joint positions are defined relative to the tracking system.
Joints may be defined with a three-dimensional position in
any suitable manner without departing from the scope of this
disclosure.
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A variety of techniques may be used to determine the
three-dimensional position of each joint. Skeletal fitting tech-
niques may use depth information, color information, body
part information, and/or prior trained anatomical and kinetic
information to deduce one or more skeleton(s) that closely
model a human subject. As one nonlimiting example, the
above described body part indices may be used to find a
three-dimensional position of each skeletal joint.

Joint positions and/or other information may be encoded in
any suitable data structure(s). Furthermore, the position and/
or other parameters associated with any particular joint may
be made available via one or more APIs.

FIG. 3 shows a method 300 for receiving touchless input.
Method 300 may be carried out, for example, by touchless
input system 100. At 302, a series of depth maps are received
which image a scene. The scene may include one or more
human users and/or physical objects. As described above with
reference to FIG. 2, each depth map in the series of depth
maps includes a plurality of pixels, which each define a depth
of surface imaged by that pixel.

At 304, a set of nonstatic pixels having a shallowest depth
within the series of depth maps is identified. In other words,
method 300 identifies one or more pixels which are substan-
tially changing throughout the series of depth maps, and
further identifies the set of one or more nonstatic pixels which
are nearest a reference, such as the display or the tracking
system.

FIG. 4 schematically shows a depth map 400. The depth
map images a scene, which in this example includes a hand of
user 104. The depth map includes a plurality of pixels, for
example pixel 408. Pixel 408 images a surface of the index
finger of user 104 and defines a depth of that surface. FIG. 4
also schematically shows the three-dimensional x/y/z coor-
dinates 410 encoded for pixel 408. While FIG. 4 shows a
single depth map, it is to be understood that depth map 400
may be one in a series of depth maps.

A nonstatic pixel in the depth map may be defined in a
number of ways without departing from the scope of the
present disclosure. In one example, a pixel is identified as a
nonstatic pixel if its depth (e.g., z coordinate position in x/y/z
coordinates) changes by at least a threshold amount (with
allowances made for noise and/or other errors from the depth
camera). For example, depth difference values may be
defined for pixels in consecutive depth maps by subtracting
the depth of the pixel in the second depth map from the depth
of the same pixel in the first depth map. A threshold may be
established such that if the difference value for that pixel is
below the threshold, the pixel is identified as a static pixel.
Conversely, if the difference value for the pixel is at or above
the threshold, the pixel is identified as a nonstatic pixel. In this
way, touchless input system 100 may identify nonstatic pixels
corresponding to moving parts of a human subject or to a
moving object (e.g., input stylus).

Other methods foridentifying nonstatic pixels may be used
without departing from the scope of this disclosure. For
example, in some embodiments color values may also be
evaluated to determine pixels that are changing color by more
than a threshold amount.

Touchless input system 100 may further identify a set of
nonstatic pixels having a shallowest depth in the series of
depth maps. In other words, nonstatic pixels which are closest
to the display or some other reference may be identified.
Touchless input system 100 may first identify nonstatic pixels
and subsequently identify those having the shallowest depth.
Alternatively, the system may first identify pixels having the
shallowest depth and subsequently identify those which are
nonstatic.
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Nonstatic pixels may be identified as having the shallowest
depth based on a number of criteria. In one example, the
nonstatic pixel with the shallowest depth in the series of depth
maps is identified, assuming there are not two or more non-
static pixels which share the same shallowest depth. In such a
case, the set of nonstatic pixels includes one single pixel.
Alternatively, one or more nonstatic pixels may be identified
as a set of nonstatic pixels having the shallowest depth. In this
example, the pixel having the smallest depth (i.e., the pixel
that is closest to the display or other reference) is identified
and a threshold established based on its depth. Contiguous
nonstatic pixels having depths within a threshold of this depth
may also be assigned to the set of nonstatic pixels having the
shallowest depth. In yet another embodiment, the pixel hav-
ing the shallowest depth is identified and one or more neigh-
boring pixels may be added to the set of nonstatic pixels
having the shallowest depth. In this example, the set of non-
static pixels includes a plurality of contiguous pixels. Such a
scenario is illustrated in FIG. 4, where pixel 408 is identified
as having the shallowest depth. Three neighboring pixels are
also included in the set of nonstatic pixels having the shal-
lowest depth, and together the four pixels form a contiguous
set 412 of nonstatic pixels.

In some embodiments, the set of nonstatic pixels imaging
a particular object (e.g., finger) may be tracked throughout a
consecutive number of depth maps. The particular pixels that
track the object may change from one frame to the next, but
heuristics may be employed to determine which set of pixels
image the object in each frame. In some embodiments, a set of
nonstatic pixels imaging an object will only be identified as
the set of nonstatic pixels having the shallowest depth if those
pixels maintain the shallowest depth for a threshold consecu-
tive number of depth maps in a series of depth maps. In this
way, inaccuracies due to noise can be avoided.

A set of nonstatic pixels may be continually tracked
throughout a series of depth maps even if a new set of non-
static pixels having the shallowest depth is identified. In this
way, more than one finger and/or other object may be tracked
and analyzed (e.g., to interpret multitouch gestures).

Returning to FIG. 3, at 306, method 300 includes mapping
a position of the identified set of nonstatic pixels to a cursor
position. Method 300, for example, may map a physical-
space position of a user’s finger to the position of cursor 116.
In this way, the position of a pointed finger can be used to
control the position of a cursor on a display device.

In some embodiments, the position of a single nonstatic
pixel having the shallowest depth is mapped to the cursor
position. Alternatively, an average of the positions of multiple
pixels may be mapped to the cursor position.

In the illustrated embodiments, a user’s finger and hand is
assumed to be placed in relative proximity to the tracking
system. If the tracking system and display device are housed
together within the computing device, the surface imaged by
a set of nonstatic pixels is a finger proximate the display
device displaying a cursor at the cursor position. As one
non-limiting example, a finger may be considered proximate
a display device if the display device is within reach of the
user.

In some strategies where the user’s finger is proximate a
display device, the cursor may be mapped to a cursor position
that is as near to the actual finger position as possible.

FIG. 5 illustrates such a scenario. A hand of user 104 is
shown in broken lines along with a cursor 502. However,
cursor 502 is occluded from the perspective of the user.

Occlusion of cursors and other user interface elements may
be mitigated by shifting the cursor position away from the
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finger. FIG. 5 shows a shifted cursor 504 whose position is
shifted away from a physical space position of the finger of
user 104.

A set of nonstatic pixels may also image a surface of a
finger that is not proximate a display device displaying a
cursor at the cursor position. As one non-limiting example, a
finger may not be considered proximate a display device if the
display device is not within a user’s reach. Surfaces not proxi-
mate the display device may be imaged by an external,
peripheral tracking system, for example, which may be the
caseifthe tracking system is not housed within the computing
device.

Mapping a position of a set of nonstatic pixels to a cursor
position may be controlled by a mapping function. The map-
ping function may include a scale attribute which controls
how movement of a finger and/or or input device is mapped to
the cursor position. In the case where a finger is used to supply
input, the scale attribute, for example, may be a sensitivity
attribute, controlling the speed of cursor movement as the
finger moves throughout physical space.

One embodiment of a mapping function is represented in
FIG. 6. A depth map 600 is schematically shown which
images a scene including a first hand 602 and a second hand
604. A depth of 210 corresponding to a nonstatic pixel imag-
ing first hand 602 is used to establish the scale of the mapping
function. First hand 602 is relatively proximate the tracking
system, thus the scale of the mapping function may be accord-
ingly set high. A high scale may cause a cursor to move at a
relatively fast speed as the finger moves throughout physical
space. Conversely, second hand 604 is farther away from the
tracking system than first hand 602 and has an associated
nonstatic pixel with a depth that is accordingly higher. This
nonstatic pixel may set the scale low, causing a cursor to move
at a relatively slower speed as the finger moves throughout
physical space. In other embodiments, the scale may be set so
afinger that is farther away moves a cursor faster than a finger
that is relatively closer. The depth of one or more pixels may
be used to set the scale with a linear or nonlinear function.

FIG. 7 illustrates how the scale of'a mapping function may
be set based on a size of a set of nonstatic pixels. In the
illustrated example, a depth map 700 is schematically shown
imaging first hand 602 and second hand 604. The set of
nonstatic pixels corresponding to first hand 602 comprises
four pixels, while the set of nonstatic pixels corresponding to
second hand 604 comprises two pixels. The mapping function
may thus have a scale that changes as a function ofa size of the
set of nonstatic pixels. The size of a set of nonstatic pixels may
be determined in virtually any manner without departing
from the scope of this disclosure. As one non-limiting
example, size may be determined by computing the total
number of nonstatic pixels. Alternatively, size may be deter-
mined by fitting a circular aperture (e.g., apertures 702 and
704) around the perimeter of the set of nonstatic pixels and
calculating its diameter.

Inyet another embodiment, the scale of a mapping function
may be determined based on which finger of a user’s hand is
identified as corresponding to the set of nonstatic pixels hav-
ing the shallowest depth. For instance, touchless input system
100 may identify two or more fingers of a user and set differ-
ent scales to each finger. In this way, a user may dynamically
and easily control cursor sensitivity and movement by alter-
nating usage among fingers.

FIGS. 8A and 8B further illustrate how the scale of the
mapping function may change, causing a corresponding
change in the sensitivity of a cursor controlled by a user. In
FIG. 8A, user 104 places a hand relatively far away from
computing device 102. The scale of the mapping function is
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accordingly set low, making cursor movement slow and pre-
cise. This low scale is represented by aperture 802, which has
a relatively small diameter. In FIG. 8B, user 104 has moved
the hand relatively close to computing device 102. The scale
of the mapping function is accordingly set high, making
cursor movement fast. This high scale is represented by aper-
ture 804, which has a relatively large diameter. In this way,
users may seamlessly transition throughout a continuum of
cursor sensitivities. While the example scaling is provided as
an example, it is to be understood that virtually any scaling
function may be used without departing from the scope of this
disclosure. For example, a scaling function that causes a
cursor to move faster when a finger is farther away may be
used.

Touchless input system 100 may control computing
aspects other than cursor position and sensitivity. By tracking
a set of nonstatic pixels throughout a consecutive number of
depth maps as described above, one or more parameters (e.g.,
depth) associated with the tracked set of pixels may be evalu-
ated and mapped to virtually any cursor operation. The
parameters may include a three-dimensional path (e.g., x/y/z
coordinates) of the tracked set of pixels. Cursor operations
may include a click operation, a double-click operation, a
triple-click operation, a select operation, a highlight opera-
tion, a scroll operation, and a drag operation. However, these
operations are merely provided as illustrative examples and
are not intended to be limiting in any way. Virtually any cursor
operation may be interpreted and carried out with the meth-
ods described herein.

FIG. 9 shows a method 900 for receiving touchless input.
Method 900 may be carried out, for example, by touchless
input system 100. At 902, a series of depth maps are received
from a depth camera, as described above with reference to
FIG. 2. The series of depth maps image a scene including a
human subject.

At 904, the human subject is modeled with a virtual skel-
eton which includes a plurality of virtual finger joints in
accordance with the embodiments described above, particu-
larly with reference to FIG. 2.

In some embodiments, virtual finger joints may be mod-
eled with a previously trained machine learning algorithm.
Alternatively, a method 1000 shown in FIG. 10 may be
employed to model the virtual finger joints. At 1002, a depth
camera provided internally or externally to the computing
device is used to identify the hands of a user. The hands may
be identified using any suitable method, including pipeline
200, without departing from the scope of this disclosure. At
1004, the computing device calculates the depth between the
tracking system and both identified hands, selecting the closer
hand for input. At 1006, the computing device identifies each
fingertip of the identified hand and optionally presents repre-
sentations of the identified fingers to the user via a display
screen. At 1008, the computing device receives a selection
from the user indicating which finger is to control input. At
1010, the computing device tracks the finger in three-dimen-
sional space and interprets its movement as gestures.

Fingers may also be modeled by fitting a substantially
linear profile to pixels corresponding to the one or more
fingers. In other words, fingers may be approximated by a
stick-like geometry. A finger angle between the fingertips and
the tracking system may then be calculated based on the fitted
linear profiles. In this way, both the length and tip of fingers
may be accurately modeled and tracked.

In embodiments in which the depth camera has sufficient
resolution, fingerprints of a human subject may be identified
and matched to a user. In this way, the user can be identified
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and cursor control or other computing attributes may be set to
preferences associated with the identified user.

Returning to FIG. 9, at 906 the three-dimensional behavior
of'one or more virtual finger joints modeled from one or more
depth maps is interpreted as a finger gesture. Interpretation of
the three-dimensional behavior may include evaluating the
x/y/z coordinates of one or more virtual finger joints. Inter-
pretation may further include tracking the virtual finger joint
throughout a consecutive number of depth maps as described
above.

Virtually any finger or multitouch gesture may be inter-
preted without departing from the scope of this disclosure.
While “multitouch” is used herein to describe finger gestures
that utilize more than one finger, it is to be understood that the
present disclosure enables such gestures to be performed in a
touchless manner. Examples of such touchless multitouch
gestures include a tap gesture, a double-tap gesture, a press
gesture, a scroll gesture, a pan gesture, a flick gesture, a two
finger tap gesture, a two finger scroll gesture, a pinch gesture,
a spread gesture, and a rotate gesture. However, it will be
appreciated that these examples are merely illustrative and
are not intended to be limiting in any way.

Finger gestures may further be interpreted based on a
selection previously made by a human subject. The human
subject, for example, may instruct touchless input system 100
to ignore input from the ring and pinkie fingers, limiting
interpretation of finger gestures to the index and middle fin-
gers.

FIG. 11 shows another method 1100 for receiving touch-
less input. Method 1100 may be carried out, for example, by
touchless input system 100. At 1102, a series of depth maps
are received from a depth camera, as described above with
reference to FIG. 2.

At 1104, a human subject is modeled with a virtual skel-
eton including a virtual hand joint, as described above par-
ticularly with reference to FIG. 2.

At 1106, a position of the virtual hand joint is mapped to a
corresponding portion of one or more depth maps in the series
of depth maps. The corresponding portion images a hand of
the human subject, the hand also being modeled by the virtual
hand joint.

At 1108, one or more fingers of the human subject are
modeled. In particular, once the portion of the depth map that
images the hand is identified by virtue of the virtual hand joint
of the virtual skeleton, that portion of the depth map may be
analyzed to more accurately model the imaged hand and
fingers. Any suitable techniques may be used to model the
hand and fingers in this way. As a nonlimiting example, a prior
trained machine learning algorithm may model the hand in a
machine readable form from which finger gestures may be
tracked. As another example, method 1000 of FIG. 10 may be
used.

At 1110, finger gestures performed by the one or more
fingers are interpreted. The interpretation may be carried out
as described above. In some embodiments, a “finger gesture”
may refer to a gesture performed by a physical object that is
held or otherwise associated with one or more of the modeled
fingers. As such, interpreting a finger gesture, as described
herein, may include interpreting a gesture of a physical object
that is held or otherwise associated with one or more of the
modeled fingers.

Method 1100 may afford an increase in the responsiveness
of modeling fingers, as, once a virtual hand joint is identified,
other portions of a depth map not corresponding to the virtual
hand joint need not be processed and analyzed.

It is to be understood that the above methods are not
intended to be limiting. Touchless input may be received and
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interpreted with a variety of different methods without
departing from the scope of this disclosure.

In some embodiments, the methods and processes
described above may be tied to a computing device of one or
more computing devices. In particular, such methods and
processes may be implemented as a computer-application
program or service, an application-programming interface
(API), a library, and/or other computer-program product.

FIG. 12 schematically shows a non-limiting embodiment
of'a computing device 1200 that can enact one or more of the
methods and processes described above. Computing device
1200 is shown in simplified form. It will be understood that
virtually any computer architecture may be used without
departing from the scope of this disclosure. In different
embodiments, computing device 1200 may take the form of'a
mainframe computer, server computer, desktop computer,
laptop computer, tablet computer, home-entertainment com-
puter, network computing device, gaming device, mobile
computing device, mobile communication device (e.g., smart
phone), etc.

Computing device 1200 includes a logic subsystem 1202
and a storage subsystem 1204. Computing device 1200 may
optionally include an input subsystem 1206, display sub-
system 1208, communication subsystem 1210, and/or other
components not shown in FIG. 12.

Logic subsystem 1202 includes one or more physical
devices configured to execute instructions. For example, the
logic subsystem may be configured to execute instructions
that are part of one or more applications, services, programs,
routines, libraries, objects, components, data structures, or
other logical constructs. Such instructions may be imple-
mented to perform a task, implement a data type, transform
the state of one or more components, or otherwise arrive at a
desired result.

The logic subsystem may include one or more processors
configured to execute software instructions. Additionally or
alternatively, the logic subsystem may include one or more
hardware or firmware logic machines configured to execute
hardware or firmware instructions. The processors of the
logic subsystem may be single-core or multi-core, and the
programs executed thereon may be configured for sequential,
parallel or distributed processing. The logic subsystem may
optionally include individual components that are distributed
among two or more devices, which can be remotely located
and/or configured for coordinated processing. Aspects of the
logic subsystem may be virtualized and executed by remotely
accessible, networked computing devices configured in a
cloud-computing configuration.

Storage subsystem 1204 includes one or more physical,
non-transitory, devices configured to hold data and/or instruc-
tions executable by the logic subsystem to implement the
methods and processes described herein. When such methods
and processes are implemented, the state of storage sub-
system 1204 may be transformed—e.g., to hold different
data.

Storage subsystem 1204 may include removable media
and/or built-in devices. Storage subsystem 1204 may include
optical memory devices (e.g., CD, DVD, HD-DVD, Blu-Ray
Disc, etc.), semiconductor memory devices (e.g., RAM,
EPROM, EEPROM, etc.) and/or magnetic memory devices
(e.g., hard-disk drive, floppy-disk drive, tape drive, MRAM,
etc.), among others. Storage subsystem 1204 may include
volatile, nonvolatile, dynamic, static, read/write, read-only,
random-access, sequential-access, location-addressable, file-
addressable, and/or content-addressable devices.

It will be appreciated that storage subsystem 1204 includes
one or more physical, non-transitory devices. However, in
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some embodiments, aspects of the instructions described
herein may be propagated in a transitory fashion by a pure
signal (e.g., an electromagnetic signal, an optical signal, etc.)
that is not held by a physical device for a finite duration.
Furthermore, data and/or other forms of information pertain-
ing to the present disclosure may be propagated by a pure
signal.

In some embodiments, aspects of logic subsystem 1202
and of storage subsystem 1204 may be integrated together
into one or more hardware-logic components through which
the functionally described herein may be enacted. Such hard-
ware-logic components may include field-programmable
gate arrays (FPGAs), program- and application-specific inte-
grated circuits (PASIC/ASICs), program- and application-
specific standard products (PSSP/ASSPs), system-on-a-chip
(SOC) systems, and complex programmable logic devices
(CPLDs), for example.

The terms “module,” “program,” and “engine” may be used
to describe an aspect of computing device 1200 implemented
to perform a particular function. In some cases, a module,
program, or engine may be instantiated via logic subsystem
1202 executing instructions held by storage subsystem 1204.
Itwill be understood that different modules, programs, and/or
engines may be instantiated from the same application, ser-
vice, code block, object, library, routine, AP, function, etc.
Likewise, the same module, program, and/or engine may be
instantiated by different applications, services, code blocks,
objects, routines, APIs, functions, etc. The terms “module,”
“program,” and “engine” may encompass individual or
groups of executable files, data files, libraries, drivers, scripts,
database records, etc.

It will be appreciated that a “service”, as used herein, is an
application program executable across multiple user sessions.
A service may be available to one or more system compo-
nents, programs, and/or other services. In some implementa-
tions, a service may run on one or more server-computing
devices.

When included, display subsystem 1208 may be used to
present a visual representation of data held by storage sub-
system 1204. This visual representation may take the form of
a graphical user interface (GUI). As the herein described
methods and processes change the data held by the storage
subsystem, and thus transform the state of the storage sub-
system, the state of display subsystem 1208 may likewise be
transformed to visually represent changes in the underlying
data. Display subsystem 1208 may include one or more dis-
play devices utilizing virtually any type of technology. Such
display devices may be combined with logic subsystem 1202
and/or storage subsystem 1204 in a shared enclosure, or such
display devices may be peripheral display devices.

When included, input subsystem 1206 may comprise or
interface with one or more user-input devices such as a key-
board, mouse, touch screen, or game controller. In some
embodiments, the input subsystem may comprise or interface
with selected natural user input (NUI) componentry (e.g.,
tracking system 108). Such componentry may be integrated
or peripheral, and the transduction and/or processing of input
actions may be handled on- or off-board. Example NUI com-
ponentry may include a microphone for speech and/or voice
recognition; an infrared, color, stereoscopic, and/or depth
camera for machine vision and/or gesture recognition; a head
tracker, eye tracker, accelerometer, and/or gyroscope for
motion detection and/or intent recognition; as well as elec-
tric-field sensing componentry for assessing brain activity.

In some embodiments, input subsystem 1206 may com-
prise or interface with a “structured light” depth camera,
which may be configured to project a structured infrared

10

15

20

25

30

35

40

45

50

55

60

65

12

illumination comprising numerous, discrete features (e.g.,
lines or dots). A camera may be configured to image the
structured illumination reflected from the scene. Based on the
spacings between adjacent features in the various regions of
the imaged scene, a depth map of the scene may be con-
structed.

Input subsystem 1206 may comprise or interface with a
“time-of-flight” depth camera, which may include a light
source configured to project a pulsed infrared illumination
onto a scene. Two cameras may be configured to detect the
pulsed illumination reflected from the scene. The cameras
may include an electronic shutter synchronized to the pulsed
illumination, but the integration times for the cameras may
differ, such that a pixel-resolved time-of-flight of the pulsed
illumination, from the light source to the scene and then to the
cameras, is discernible from the relative amounts of light
received in corresponding pixels of the two cameras.

When included, communication subsystem 1210 may be
configured to communicatively couple computing device
1200 with one or more other computing devices. Communi-
cation subsystem 1210 may include wired and/or wireless
communication devices compatible with one or more differ-
ent communication protocols. As non-limiting examples, the
communication subsystem may be configured for communi-
cation via a wireless telephone network, or a wired or wireless
local- or wide-area network. In some embodiments, the com-
munication subsystem may allow computing device 1200 to
send and/or receive messages to and/or from other devices via
a network such as the Internet.

It will be understood that the configurations and/or
approaches described herein are exemplary in nature, and that
these specific embodiments or examples are not to be consid-
ered in a limiting sense, because numerous variations are
possible. The specific routines or methods described herein
may represent one or more of any number of processing
strategies. As such, various acts illustrated and/or described
may be performed in the sequence illustrated and/or
described, in other sequences, in parallel, or omitted. Like-
wise, the order of the above-described processes may be
changed.

The subject matter of the present disclosure includes all
novel and nonobvious combinations and subcombinations of
the various processes, systems and configurations, and other
features, functions, acts, and/or properties disclosed herein,
as well as any and all equivalents thereof.

The invention claimed is:

1. A method of receiving user input, the method compris-
ing:

receiving a series of depth maps imaging a scene, each

depth map including a plurality of pixels, each of the
plurality of pixels defining a depth of a surface imaged
by that pixel;

identifying a set of nonstatic pixels having a shallowest

depth within the series of depth maps; and

mapping a position of the set of nonstatic pixels to a cursor

position.

2. The method of claim 1, where the set of nonstatic pixels
includes a plurality of contiguous pixels.

3. The method of claim 1, where the set of nonstatic pixels
includes one pixel.

4. The method of claim 1, wherein identifying the set of
nonstatic pixels includes identifying a set of nonstatic pixels
that maintains the shallowest depth for a threshold consecu-
tive number of depth maps in the series of depth maps.
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5. The method of claim 1, where identifying the set of
nonstatic pixels includes defining a depth difference between
a corresponding pixel in different depth maps from the series
of depth maps;

for each pixel:

if the difference for that pixel is below a threshold,
identifying that pixel as a static pixel; or

if the difference for that pixel is at or above the threshold,
identifying that pixel as a nonstatic pixel.

6. The method of claim 1, where the position of the set of
nonstatic pixels is mapped to a cursor position according to a
mapping function having a scale that changes as a function of
a depth of the set of nonstatic pixels.

7. The method of claim 1, where the position of the set of
nonstatic pixels is mapped to a cursor position according to a
mapping function, the mapping function having a scale that
changes as a function of a size of the set of nonstatic pixels.

8. The method of claim 1, where the position of the set of
nonstatic pixels is mapped to a cursor position according to a
mapping function, the mapping function having a scale that
changes depending on which finger is identified as corre-
sponding to the set of nonstatic pixels having the shallowest
depth.

9. The method of claim 1, where the surface imaged by the
set of nonstatic pixels is a finger proximate a display device
displaying a cursor at the cursor position, and where mapping
the position of the set of nonstatic pixels to the cursor position
includes shifting the cursor position away from a world space
position of the finger.

10. The method of claim 1, where the surface imaged by the
set of nonstatic pixels is a finger that is not proximate a display
device displaying a cursor at the cursor position.

14

11. The method of claim 10, where the cursor operation
includes one or more of a click operation, a double-click
operation, a triple-click operation, a select operation, a high-
light operation, a scroll operation, and a drag operation.

12. The method of claim 1, further comprising tracking the
set of nonstatic pixels throughout a consecutive number of
depth maps in the series of depth maps and recognizing a
cursor operation from one or more parameters of the set of
nonstatic pixels in the consecutive number of depth maps.

13. The method of claim 12, wherein the one or more
parameters include a three-dimensional path of the set of
nonstatic pixels.

14. The method of claim 1, wherein receiving the series of
depth maps includes receiving the series of depth from a
time-of-flight depth camera.

15. The method of claim 1, wherein receiving the series of
depth maps includes receiving the series of depth from a
structured light depth camera.

16. A computing device, comprising:

a depth camera input configured to receive a series of depth
maps imaging a scene, each depth map including a plu-
rality of pixels, each of the plurality of pixels defining a
depth of a surface imaged by that pixel;

a logic subsystem configured to identify a set of nonstatic
pixels having a shallowest depth within the series of
depth maps and map a position of the set of nonstatic
pixels to a cursor position; and

a display output configured to output a user interface
including a cursor at the cursor position.
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